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STUDY ON THE UTILIZATION OF MACHINE LEARNING 

CLASSIFICATION FOR E-HEALTHCARE-BASED 

IDENTIFICATION OF HEART DISEASE 

ABSTRACT 

Heart disease is a complex and widespread health issue affecting many people globally. Timely and effective 

identification of heart disease is crucial in healthcare, especially in the field of cardiology. In this paper, we 

present a precise and efficient system for diagnosing heart disease using machine learning techniques. The 

system is based on classification algorithms, such as Support Vector Machine, Logistic Regression, Artificial 

Neural Network, K-Nearest Neighbor, Naïve Bayes, and Decision Tree. We have utilized standard feature 

selection algorithms, such as Relief, Minimal Redundancy Maximal Relevance, Least Absolute Shrinkage 

Selection Operator, and Local Learning, to remove irrelevant and redundant features to enhance classification 

accuracy and reduce execution time. Additionally, we propose a novel Fast Conditional Mutual Information 

Feature Selection Algorithm to address feature selection challenges. We have employed the leave-one-subject-

out cross-validation method for hyper parameter tuning and optimal model selection. The performance of the 

classifiers has been evaluated using various metrics on the selected features. The experimental results 

demonstrate the feasibility of the proposed feature selection algorithm (FCMIM) in combination with the 

Support Vector Machine classifier for designing an intelligent system to identify heart disease. The proposed 

diagnosis system (FCMIM-SVM) achieves high accuracy compared to previous approaches, and it can be easily 

implemented in healthcare for heart disease identification. 
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1. INTRODUCTION 

Heart disease is a major health concern worldwide and affects a large number of people. It is characterized by 

common symptoms such as shortness of breath, physical weakness, and swollen feet. Current diagnostic 

techniques for heart disease are not always effective in early identification due to various reasons, such as 

accuracy and execution time. This can make the diagnosis and treatment of heart disease extremely challenging, 
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especially in situations where modern technology and medical experts are not available. The European Society 

of Cardiology estimates that approximately 26 million people are diagnosed with heart disease annually, with 

3.6 million new cases diagnosed every year. In the United States, heart disease is one of the leading causes of 

death. 

Traditionally, heart disease diagnosis is done by analyzing the medical history of the patient, conducting a 

physical examination, and analyzing the relevant symptoms. However, the results obtained from this diagnostic 

method are not always accurate in identifying patients with heart disease, and it can be expensive and 

computationally difficult to analyze. To address these issues, researchers are exploring the use of machine 

learning classifiers to develop a non-invasive diagnosis system. Expert decision systems based on machine 

learning classifiers and the application of artificial fuzzy logic have been shown to be effective in diagnosing 

heart disease, resulting in a decrease in the death rate. 

Various machine learning predictive models have been proposed, with the Cleveland heart disease dataset being 

commonly used for the identification of heart disease. However, for machine learning models to perform 

optimally, they need proper training and testing data. The performance of machine learning models can be 

increased by using a balanced dataset for training and testing and by using relevant features from the data. 

Therefore, data balancing and feature selection are significantly important for improving model performance. 

Various pre-processing techniques such as removal of missing feature value instances, Standard Scalar (SS), 

Min-Max Scalar, etc., can help standardize the data for machine learning models. Feature extraction and 

selection techniques can also improve model performance. Feature selection techniques such as Least-absolute-

shrinkage-selection-operator (LASSO), Relief, are commonly used for important feature selection. 

Additionally, challenges of feature selection for structured, heterogeneous and streaming data as well as its 

scalability and stability issues must be addressed, especially for big data analytics. 

2. MATERIALS AND METHODS 

All the techniques of this research are discussed in this part 

2.1 Data Set 

For this study, the Cleveland Heart Disease dataset  was chosen for testing purposes. The original dataset 

consisted of 303 instances and 75 attributes; however, previous experiments have only used a subset of 14 

attributes. To prepare the dataset for analysis, pre-processing was performed, and 6 samples were removed 

due to missing values. This left a dataset of 297 samples with 13 features and 1 output label, which describes 

the presence or absence of heart disease. Therefore, a feature matrix of size 297*13 was extracted. More 

information about the dataset matrix can be found in Table 1. 
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Table 1 Heart Disease Dataset 

 

2.2. Pre-processing of Dataset 

To obtain a good representation, it is necessary to pre-process the dataset. Various techniques have been 

employed for this purpose, including the removal of missing attribute values, as well as the use of Standard 

Scalar (SS) and Min-Max Scalar techniques. 

2.3 Standard State of the art Algorithm 

In order to construct a classification model, feature selection is a crucial step that comes after data pre-

processing. The purpose of this step is to reduce the number of input features in a classifier to generate more 

accurate predictions and to construct computationally efficient models. For our study, we employed four 

standard state-of-the-art FS algorithms in addition to one FS algorithm that we developed ourselves. 

2.4 Relief 

The Relief algorithm assigns weight values to each feature in the dataset and automatically updates those 

weights. The high-weight features are selected, while the low-weight ones are discarded. The Relief algorithm 

uses the same process as the K-NN algorithm to determine feature weights. The algorithm involves repeating 

Relief m times on random training samples (R_k) without substitution, where m is a parameter. At each iteration 

k, R_k is the "target" sample, and the weight W of that sample is updated accordingly. To provide a better 
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understanding of the Relief algorithm, we present algorithm 1, which outlines the Pseudo-code for the Relief 

feature selection algorithm. 

Algorithm 1- Pseudo Code 

S Training data (feature vectors with class labels), Parameter m: number of random training samples out of total 

samples used to W. 

W weights for each feature 

n← total number of training samples 

d← number of features (dimensions) 

W[A]←0.0 ; ▹ Feature weights set for k←1 to m do 

Randomly choose a ‘Target’ sample Rk 

Find a nearest hit H and nearest miss M 

for A←1 to a do 

W[A]←W[A]−diff(A,Rk,H)/m+diff(A,Rk,M)/m 

end for 

end for 

Return W; ▹ weight vector of features that calculate the quality of features 

2.5 Proposed Heart Diagnosis Methodology 

The aim of this study was to design a system for identifying heart disease using machine learning classifiers. 

The study evaluated the performances of various classifiers on selected features, using both standard state-of-

the-art algorithms for feature selection such as Relief, MRMR, LASSO, and LLBFS, as well as a newly 

proposed FCMIM algorithm. The performance of the classifiers was evaluated using the selected feature sets, 

and the LOSO cross-validation technique was used to determine the best model. Performance was measured 

using several metrics, including accuracy, specificity, sensitivity, MCC, and processing time. The proposed 

methodology for the system was organized into several steps, including pre-processing of the dataset, feature 

selection algorithms, cross-validation methods, machine learning classifiers, and evaluation metrics. Pseudo-

code for the proposed system algorithm is presented in Algorithm 2. 

3. RESULTS AND DISCUSSIONS 

Results of Data Pre-Processing Techniques 

The dataset underwent various statistical operations, including removing missing attribute values, applying 

Standard Scalar (SS), Min-Max Scalar, calculating means and standard deviations. Table 2 contains the results 
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of these operations. After processing, the dataset contained 297 instances, 13 input attributes, and one output 

label. Data visualization is a graphical representation of data that simplifies and presents large amounts of 

information in an understandable format, making it easier to comprehend and communicate. Figure 2 displays 

the dataset's histogram, which shows the frequency of occurrence of specific phenomena within a particular 

range of values arranged in consecutive intervals. Figure 3 depicts the relationship among the dataset's features 

using a heat map, which is a two-dimensional representation of data in which colors indicate values. A heat map 

provides a quick visual summary of information, and more complex heat maps can help the viewer understand 

complex datasets. Additionally, heat maps are useful when determining which intersections of categorical 

values have higher data concentrations compared to others. 

Table 2 Results of Statistical Operations on the dataset 

 

Figures 1 Proposed heart disease identification system. 
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Figure 2 Histograms of heart disease dataset 

 

Fig 3 The heat map for correlation features of heart disease dataset. 
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Features Selected by Standard State of the Arts Algorithms 

Table 3 presents the data preprocessing and important features that were selected using four different feature 

selection (FS) algorithms, namely Relief, MRMR, LASSO, and LLBFS. The table includes feature scores and 

rankings, and according to the Relief algorithm, THA, EIA, and CPT are the most important features for 

identifying heart disease. These features were also identified as important by the other FS algorithms, including 

THA, CPT, SEX, VCA, and EIA. On the other hand, FBS received a low score in feature selection. Figure 4 

provides a graphical representation of the important feature scores and rankings generated by the four FS 

algorithms. 

The LASSO FS algorithm, which performs binary classification, selected five out of the 13 features that were 

labeled as true for the output target class. These selected features are also reported in Table 3. Additionally, the 

LASSO cross-validation mean square error results are presented in Figure 5, where the weight parameter lambda 

(ranging between 0 and 1) is plotted on the x-axis and the validation mean square error (MSE) is plotted on the 

y-axis. A total of 100 different models of feature subsets were generated by LASSO using different lambda 

values, and the highest point on the graph (at index 60) represents the minimum MSE of the generated model. 

The vertical line on the left side of the graph represents the highest value of lambda. 
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Table 3 Selected Features by Relief, MRMR, LASSO, and LLBFS 
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Fig 4 The score of features and Rankings selected by FS algorithms 

 

Fig 5 Cross Validation MSE  

4. CONCLUSION 

The use of machine learning classification algorithms for the identification of heart disease has proven to be a 

promising approach in healthcare. This paper presents a comprehensive study of feature selection algorithms, 

including a novel Fast Conditional Mutual Information Feature Selection Algorithm, to enhance classification 

accuracy and reduce execution time. The proposed diagnosis system achieves high accuracy compared to 

previous approaches and can be easily implemented in healthcare for heart disease identification. The 

Cleveland Heart Disease dataset was used for testing purposes, and various pre-processing techniques were 

employed to prepare the data for analysis. The study emphasizes the significance of proper feature selection 
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and dataset balancing for machine learning models to perform optimally. The results of this study can be 

applied in the development of non-invasive and efficient diagnosis systems for heart disease. 
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